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Abstract

Deep Learning and Spike Neural Networks are hot topics in artificial intelligence and human brain. By explaining the basic underlying blocks beneath them, the architectures and applications of both concepts are discovered.
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Chapter 1

Introduction to Neural Networks

How the brain learns is one of the unsolved questions in science [RCO00]. The nervous system is a composition of neurons and glia. Neurons transmit impulses in the nervous system [Kal09]. Neurons, which are the base elements of the brain, are introduced using models in this section.

The neuron is the basic block, which processes information in the sense of cognition. Scientists mostly prefer to use simplified models of a neuron in order to decrease computational costs [RCO00]. A neuron consists of nucleus, dendrites and axons. The dendrites are the inputs to the system and the outputs of this system are axons. The axons and dendrites are connected to each other via synapses.

Theoretically, a postsynaptic neuron is connected to presynaptic neurons via synapses and these connections have different weights. The postsynaptic neuron gets activated and reacts by creating a spike when the incoming spikes have reached a thresh-
old level. It is assumed that the neuron’s state is on when it fires a spike and off when it does not fire a spike. This is the basic model being used for neural networks. A model for the activation function of a neural network is described as:

\[ Y = f(b + \sum (x_i * w_i)) \]  

where \( b \) is the bias, \( x \) is the input and \( w \) is the weight of the input. \( f(.) \) is a nonlinear function and \( y \) is the output. According to this model inputs and outputs are nonlinear functions and outputs are at on state when a threshold is reached [And95].

Neural networks are especially useful for machine learning problems. The general purpose of machine learning can be explained with an easy example. Assuming that there are images, which may or may not include ducks. The expectation is to let the machine figure out which images have the ducks and which do not. In order to do that, the machine is first fed with training images, where it learns the features. After the learning phase, it is expected from the machine to give correct results when it is fed with new images.

Neuron models can be grouped into three generations:

1. Neurons with threshold activation functions: Perceptrons
2. Neurons with continuous activation functions
3. Spiking neurons

1.1 First Generation Neurons: Perceptron

Perceptrons are the basic neural network building blocks, which are used for training algorithms. The procedure of classification using perceptrons can be explained again with an example. Assuming there are labeled samples in the plane, which should be separated into two groups. An easy way of separation is to draw a line between these groups. In this case, the separator line would be a linear classifier. The samples above the line would make one group and below ones the other group.

Figure 1.2: Perceptron model, \( x \) are inputs
The linear classifier here can be represented mathematically with:

\[ F(x) = xw + b \]  \hspace{1cm} (1.2)

where \( x \) is the input vector, \( w \) is the vector of weights and \( b \) is the bias.

The activation function \( H(x) \) of a perceptron, which produces the result, can be described as follows:

\[ H(x) = 1 \text{ if } f(x) > 0, \text{ otherwise } 0 \]  \hspace{1cm} (1.3)

In order to train a perceptron, it is first fed by multiple training samples and the perceptron calculates the output. During the training phase the \( w \) vector is adjusted in order to minimize the output error, which is basically the difference between the output of the perceptron and the desired result.

A major problem with perceptrons is that their activation functions produce binary value only. During learning, a small change in the weight can cause a flip of the output, which may affect the behavior of the system. The weights should be adjusted gradually to reach the desired behavior, which is possible using different activation functions. This will make it possible for the new neurons to produce values between 0 and 1. In short, the problem of the perceptrons is that they can only realize linearly separable functions [top, nie].

### 1.2 Architectures of Neural Networks

There are several architectures of neural networks, such as single-layer perceptron, multilayer perceptron, competitive networks, self-organizing map, recurrent networks etc. [Sam07].

Popular neural networks are feedforward and recurrent neural networks. In the feedforward neural networks, the connection between the input and output is unidirectional and there is no connection between the neurons in a layer. The layer between the input and output layer is called hidden layer. The network is called deep neural network, if there is more than one hidden layer. Across the layers the similarity of a property may increase while another’s decreases. This condition requires the definition of the layers by non-linear functions. By definition, the feedforward network consists of an input layer, an output layer and hidden layers, whose neurons are connected to each other bottom-up across the layers with directional connections and weights. Each neuron in the hidden layers calculates its output using the activation function, which is a function of its weighted sums. Using this procedure the values are propagated from the input layer through hidden layers to the output layer. Considering second generation neurons, the activation function may be different than \( H(x) \).

In recurrent neural networks (RNN) there may be connections between the neurons in a layer. RNNs are more realistic in a biological manner but are harder to train
due to higher complexity. Recurrent networks make it possible to remember the context of the sequential data because of their structure. For some applications, it is crucial to consider the past and future elements of a sequence. The purpose of building neural networks is to learn information from the data input [Sam07]. The neural networks can be used for feature extraction, prediction, data classification etc.

1.3 Learning in Neural Networks

Learning in the neural networks basically means adjustment of the weights of the connections between the neurons in the system. Various learning algorithms in the neural networks are based on the Hebbian learning rule. According to the Hebbian, if two neurons are active simultaneously, the weight of the connection between them should be increased. Different architectures use different learning algorithms. Commonly involved algorithms are gradient descent, backpropagation and contrastive divergence.

1.3.1 Training with gradient descent

A network is expected to provide the minimum output error. The output error $C(w, b)$ can be defined as:

$$C(w, b) = 0.5 \sum (\|y(x) - a\|^2)$$

(1.4)

where $x$ is the input, $y$ is the desired output and $a$ is the output of the network.
The output \( a \) of a neuron is the result of the action function, which depends on the weights of the connection and the bias. Shortly, the purpose of the training phase is to minimize \( C(w, b) \).

Using calculus to solve the minimization problem will be difficult for networks with high amount of neurons; so gradient descent algorithm is preferred to obtain the optimum weights.

\[
w_{\text{new}} = w_{\text{old}} - \gamma \frac{\partial C}{\partial w} \tag{1.5}\]

\[
b_{\text{new}} = b_{\text{old}} - \gamma \frac{\partial C}{\partial b} \tag{1.6}\]

where \( \gamma \) is the learning rate.

The goal of these rules is to move in the direction of the gradient. The derivate of the output error is hard to calculate for each training sample. Thus stochastic gradient descent method is preferred to speed up the training phase. Stochastic gradient descent method estimates the true gradient by taking small amount of samples and averaging them.

### 1.3.2 Backpropagation

Backpropagation, which is a prominent algorithm for computing the gradient, is used to calculate the gradients. The procedure of backpropagation can be explained as follows:

The network is given the input and the neurons are activated until the highest layer. Using the equations of backpropagation the output error of the highest layer is calculated. The error is backpropagated, which means the error of the former layer is found. According to these equations, the gradient of the error function is indeed the multiplication of the output error of the neuron and the activation function.
function of the stimulating neuron in the former layer. This procedure is followed for each training sample. Once the gradient is calculated, weights can be updated using stochastic gradient descent [nie, top].

1.3.3 Contrastive Divergence

The algorithm consists of basically three steps. In the positive phase step, input is fed to the network, which is propagated to the hidden layer. In the negative phase, the activation of the hidden layer is propagated back to the input layer. The produced output at the input layer is again propagated to the hidden layer, which results in another activation. In the third step, the weights are updated using the former and latter inputs and activations.

\[
    w(t + 1) = w(t) + \gamma (v^T h - v'^T h')
\]

(1.7)

where \( v \) is the input, \( h \) is the first activation, \( v' \) is the produced input, accordingly \( h' \) is the second activation.

This algorithm aims to generate data close to the raw input. The idea behind the algorithm is to improve the reproduced data by adjusting weights and represent it as close as possible to the raw input [top].

1.4 Structures of Neural Networks

There are two main structures of neural networks: Probabilistic models, such as RBM and direct encoding models, such as autoencoder [mar].

1.4.1 Autoencoder

Autoencoders, which are feedforward neural networks, learn to produce a compressed, encoded data from the raw input. They tend to reconstruct the input using compression. The autoencoders do not aim to learn based on the training data and their labels, but rather aim to learn the internal structure of the input. In this manner, relatively small amount of neurons in the hidden layers learn the data conceptually to provide a compact representation. Therefore hidden layers in an autoencoder can be interpreted as feature detector. Autoencoders are powerful architectures for learning in the sense that they are helpful to overcome the issue of overfitting by providing compact representations of the raw input [top].

1.4.2 Restricted Boltzmann Machine (RBM)

RBM is a generative stochastic neural network, which learns a probability distribution over its set of inputs [Smo86].
In RBMs the connections between the layers are undirected, which means the values are propagated across the layers in both directions. RBMs differ from Boltzmann machines, since only sequential layers are connected to each other [mar].

Contrastive divergence algorithm is used for the training of RBMs [top].
Chapter 2

Deep Learning

Deep learning is a popular research area especially in the neural networks and already provides applications in various domains such as computer vision, speech recognition, natural language processing, hand writing recognition etc. [SB13, Las11]. It has provided commercial success to technology companies like Google and Microsoft by providing speech recognition, image classification methods. Facebook is also planning to empower its big data with deep learning methods to make predictions about its users [Tec].

Deep learning approaches the data by representing it hierarchically [Den13]. The features are distributed in different layers and separated between the blocks. Because of the hierarchical method the level of the abstraction is increased while the input data is processed at each layer. A good example can be image recognition. In the lowest layer are pixels and at higher layers edges, patterns, parts and finally the recognized object [YL13].

It is possible to approximate any random function with a single hidden layer. Nevertheless it is easier to learn with multiple layers, which leads to deep networks. Deep networks consist of multiple hidden layers that learn abstract features of the input by creating internal representations. Layers of higher orders thus combine the patterns remarked by the lower layers and create even more internal representations independent of the raw input. However, having large number of hidden layers introduces issues, such as vanishing gradients and overfitting. For deep networks, backpropagation algorithm loses its power, since the gradients start vanishing and become relatively very small, as the error is backpropagated. In addition, deep networks can perform incompetent due to the overfitting, which is caused by letting the network learn the training samples too precise.

The autoencoders and RBMs can be stacked on top of each other to form deep neural networks. Using greedy layerwise pre-training algorithm can solve the problem of vanishing and overfitting problems [top].
2.1 Deep Neural Network (DNN) Architectures

2.1.1 Stacked autoencoders

The autoencoder idea states that not all features of the input are suitable for a specific task, such as classification. Encoder transforms the input vector into hidden representation and decoder maps the hidden representation back to reconstructed input. The autoencoding process compares the reconstructed input to the original input and tries to minimize the error to create the reconstructed value close to the original \cite{PV10}.

![Figure 2.1: Denoising Autoencoder. Sample $x$ stochastically corrupted via $q_D$ to $\tilde{x}$. Then autoencoder maps it to $y$ via encoder $f_\theta$ and reconstructs to $z$ via decoder $g_\theta$. Reconstruction error is measured by $L_H(x, z)$ \cite{PV10}](image1)

Figure 2.2: Stacked denoising autoencoder. After learning first encoding function, the raw input is first encoded via $f_\theta$ and corrupted via $q_D$. Afterwards same denoising autoencoder procedure as in Figure 2.1 to learn encoding function of the second layer. \cite{PV10}

![Figure 2.2: Stacked denoising autoencoder. After learning first encoding function, the raw input is first encoded via $f_\theta$ and corrupted via $q_D$. Afterwards same denoising autoencoder procedure as in Figure 2.1 to learn encoding function of the second layer. \cite{PV10}](image2)

The greedy pre-training procedure for autoencoders is as follows:

An output layer is stacked on the first hidden layer of autoencoder. The input is given to the network, which propagates through the first hidden layer to the output layer. The network is trained using backpropagation with training samples. The output layer of the first hidden layer is then removed from the network.
2.1. DEEP NEURAL NETWORK (DNN) ARCHITECTURES

An output layer is stacked on the second hidden layer of autoencoder. The input is given to the network, which propagates through the first and second hidden network to the output layer. The weights are again updated using backpropagation. This procedure is repeated for all the layers. Once the weights are initialized, the network can be stacked an output layer and trained using backpropagation to produce desired output. This step is called fine-tuning [top].

In the case of denoising autoencoders, the useful features for a specific task are exalted and the influence of the rest is reduced (denoised). A good representation here would mean that the higher levels of representations are robust to the corruption of the input and extracting features for representation of the input is crucial [PV10].

The algorithm is as follows: A stochastically corrupted input is produced from the uncorrupted input. The encoder maps the corrupted input and then the decoder reconstructs the output of the encoder. A minimization algorithm obtains the reconstruction value close to the uncorrupted input. In short, the reconstruction function is a function of the corrupted input, which provides a close value to the uncorrupted input. For this architecture, the parameters are randomly initialized and adjusted using stochastic gradient descent algorithm [PV10].

Once the first encoder function is learned, the first encoder function is run on the uncorrupted clean input. The first resulting representation is used as the input of the auto-encoder in order to learn the encoder function of the second layer and this procedure is repeated for further layers [PV10].

2.1.2 Deep Belief Networks (DBN)

DBNs have one visible layer at the input and hidden layers up to the output. The blocks in the hidden layers learn the statistical representations via connections to the lower layers. The representations become more complex throughout the layers from bottom to the output [HL09].

Greedy layerwise unsupervised pre-training can be used for pre-training as learning algorithm in DBNs [PH10]. After pre-training, gradient descent method can be used for fine-tuning.

DBNs, as seen in Figure 2.3 [PH10], consist of restricted Boltzmann machines (RBMs) aligned on top of each other [GEH06]. Pre-training of DBN is done via greedy bottom-up only. This approach of greedy has a drawback; it assumes the lower-layers of the system remain unchanged while pre-training a layer [ZY13].

The greedy layerwise pre-training algorithm works as follows:

The first RBM is trained using contrastive divergence with training samples. The input samples are then given to input layer of first RBM, which propagate to the second RBM. The resulting output is used to start contrastive divergence training of the second RBM. After repeating this procedure for all RBMs, the network of RBMs can be stacked with the final RBM layer and fine-tuned using backpropagation [top].
2.1.3 Deep Boltzmann Machine (DBM)

In DBMs top-down approach is also possible in addition to greedy bottom-up, which can provide transfer of the hidden information top-down. As can be seen in the Figure asd [RS10], there can be connections in both directions across the layers in DBM, whereas DBNs have directed connections bottom-up. Unlike DBNs, DBMs can adopt training bottom-up and top-down in order to provide better representations of complex input [RS09, YB07].

In practice the pre-training algorithm works well. Nevertheless, it requires bringing up a model with symmetric weights only and does not provide information about what has happened during pre-training [HST12]. Despite their advantages, DBMs are slower than single bottom-up DBNs, which complicates the usage for large data sets [RS10].
2.1.4 Convolutional Neural Networks

Convolutional neural networks are designed to work directly on the input with minimal pre-processing [ARC09]. Multilayer Perceptrons, MLPs, can show great performance for simple data structures but also lack in some situations, such as distortion and high amounts of training parameters. Having a large number of connections per single neuron in the hidden layer will be hard to train. To overcome these issues, classification has been considered in two processes: feature extraction and classification itself. Feature extraction is a relatively hard process, for which experts should provide suitable features to extract [LBBH98].

Convolutional neural networks are variations of MLP architectures and are inspired by biological processes [HW62]. They consist of multiple layers of neuron groups, which are related to portions of the input data. The results from these groups are then aligned to overlap in order to tolerate translation of the input data [KMN+03]. The advantage of convolutional networks is that the layers share the weights of connections, which reduces memory requirement and improves performance [Lec]. Convolutional neural networks are mostly used in image recognition, where the learning process can be very fast [CMM+11]. There are also applications for facial recognition, where the error rate has been considerably reduced [LGTB97].

![Figure 2.5: LeNet, convolutional network for image recognition](dee)

Convolutional networks are mostly used in image recognition. The procedure of image recognition with convolutional networks is complex, but to give an idea, it can be summed up under these steps [top]:

- The input image is convolved using a filter. The predefined filter for a specific task is a pixel window with weights. It crawls through the input image shifting its window. While convolving, pixels under the input window and the filter matrix are multiplied to create the feature map (FM).

- A convolutional layer can contain many filters. Thus, the weights of the connections are shared among the neurons, which belong to different filters in the layer.

- On top of the convolutional layers are the subsampling layers, which take the FMs as input and reduce their resolution by subsampling them. There are
several subsampling methods. The most popular are average pooling, max pooling and stochastic pooling.

- The network is usually stacked with additional higher layers to introduce the targeted representation from the convolution process. The training of the convolutional neural networks is done via backpropagation algorithm, by updating the filter weights.

2.1.5 Deep Stacking Networks (DSN)

DSNs are attractive due to their advantage, which is parallel learning of the weights. Simple blocks of classifiers are produced first and then stacked on top of each other to learn more complex classifiers [Wol92].

![Figure 2.6: DSN mechanism model][1]

2.1.6 Compound Hierarchical-Deep Models

The architectures described above can supply good representations for fast and proper classification tasks with high dimensional training data. In these architectures the neurons deal with representing the input throughout the network. Nev-
2.1. DEEP NEURAL NETWORK (DNN) ARCHITECTURES

Nevertheless, these architectures are not powerful in case of learning with few training data. Hierarchical Bayesian (HB) model makes it possible to learn with few training data \textsuperscript{[FFFP06]}. However HB models do not produce representations with unsupervised methods \textsuperscript{[STT13]}. Compound HD architectures provide both of HB and deep network characteristics.

2.1.7 Convolutional Deep Belief Networks

Convolutional DBNs are particularly useful for high dimensional data and are powerful for image processing \textsuperscript{[LPLN09]}. They can scale elegantly to realistic images and are also translation invariant \textsuperscript{[LGRN09]}. Convolutional DBNs are similar to DBN and also trained with greedy bottom-up method. In addition to DBNs, the weights between visible and hidden layers are shared among the blocks in the hidden layer.

2.1.8 Deep Long-Short Term Memory Neural Networks (LSTM)

In this architecture, LSTM replaces RBM in a recurrent network, which have the ability of memorizing. LSTM block has input, output and forget gates, that are responsible for write, read and reset operations on the memory. The block can memorize for long time and thus overcome vanishing gradient issue \textsuperscript{[Gra12b]}. LSTM architectures are especially useful for speech recognition \textsuperscript{[GFGS06]}. An LSTM block has 4 input terminals and only 1 output terminal.

Figure \textsuperscript{[Gra12b]}. Comparison Figure graves2013speech.

For problems involving sequential learning, such as phoneme classification, LSTM networks are approved to perform better than other architectures \textsuperscript{[GMH13]}. 
Figure 2.7: An LSTM network, which consists of four inputs, a hidden layer of two LSTM memory units and five outputs. [Gra12b]

<table>
<thead>
<tr>
<th>Method</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential DBN</td>
<td>24.2%</td>
</tr>
<tr>
<td>DBN-HMM (Hybrid Model)</td>
<td>23.0%</td>
</tr>
<tr>
<td>DBN with mcRBM feature extraction (Hybrid Model)</td>
<td>20.5%</td>
</tr>
<tr>
<td>Deep Long-Short Term Memory RNNs with CTC</td>
<td>18.4%</td>
</tr>
<tr>
<td>Deep Long-Short Term Memory RNNs with transducer</td>
<td>17.7%</td>
</tr>
</tbody>
</table>

Figure 2.8: Benchmarks of phoneme recognition on TIMIT data set with different methods. *PER* denotes phoneme error rate [GMH13]
Chapter 3

Spiking Neural Networks (SNN)

In traditional neural networks, a neuron generates a spike, the action potential, at the kernel of the cell, soma. This spike in the form of a 1-2ms pulse travels through the axon, which is linked to the dendrite of another neuron via synapses. The incoming spike influences the receiving neuron’s membrane potential, which causes the neuron to fire a spike. A spike can have either a positive or a negative impact on the receiving neuron, also called postsynaptic neuron. The positive one is called postsynaptic potential (PSP) and the negative one is inhibitory postsynaptic potential (IPSP) [PMB12].

Figure 3.1: Spiking neuron model. $N_j$ fires when the weighted sum of incoming stimulations is above the threshold. Membrane potential is seen on the right [PMB12].

According to the discoveries in the field of neuroscience, the timing and number of the spikes code the information carried by neurons [TFM+96, VRT01]. Humans can respond to a visual stimulation in just 100-150ms. Assuming that a feedforward neural network with average firing rate of 10ms provides the visual processing, it would be hardly possible to send single spike. Thus it is more likely that the information is encoded via timing also [O+96].

In SNNs the neurons rely on the timing of the spikes in order to communicate with each other. Since the basic principle of SNNs is different than traditional neural networks, it is required to adapt the learning rules. For doing that, it is crucial to define a model for a neuron.
CHAPTER 3. SPIKING NEURAL NETWORKS (SNN)

3.1 Models of spiking neurons

A model of a neuron provides a formulation how a neuron processes the incoming spikes and triggers firing accordingly. There are many models to describe these models and common ones are explained.

Hodgkin-Huxley (HH) model is based on the conductance of ions channels [HH52]. It models the neuron using capacitors and conductance values of ion channels and their equilibrium potentials.

\[
\begin{align*}
C \frac{du}{dt} &= -g_{Na}n^3h(u - E_{Na}) - g_Kn^4(u - E_K) - g_L(u - E_L) + I(t) \\
\tau_n \frac{dn}{dt} &= [n - n_0(u)], \tau_m \frac{dm}{dt} = -[m - m_0(u)], \tau_h \frac{dh}{dt} = -[h - h_0(u)]
\end{align*}
\]

By these equations it is possible to model very detailed, such as sudden increase of potential at firing, absolute refractoriness period and relative refractory period. Since HH is too complex, it is hard to realize large networks even for an SNN simulation.

Integrate-and-Fire (IF) is derived from HH and has less computational costs. IF has variants, such as Leaky-Integrate-and-Fire (LIF) [Orh12]. LIF ignores the shape of the action potential and pays attention to the timing of the spike.

\[
\tau_m \frac{du}{dt} = u_{rest} - u(t) + RI(t)
\]

The action potential is reset to \(u_{rest}\) immediately after firing. The absolute refractory period can be defined as \(u = -u_{abs}\) for a period after firing and then setting the action potential to \(u_{rest}\).

Quadratic-Integrate-and-Fire (QIF) model depends on the square of the action potential. In addition to LIF, QIF model is able to provide dynamic spiking properties, such as delayed spiking and activity dependent thresholding.
3.1. MODELS OF SPIKING NEURONS

Theta neuron model can be interpreted as a transformation of QIF model, where the state is determined by a phase. As the neuron fires a spike, the phase crosses π [PMB12].

\[
\frac{d\theta}{dt} = (1 - \cos(\theta)) + \alpha I(t)(1 + \cos(\theta)),
\]

where \(\theta\) is the neuron phase, \(\alpha\) the scaling constant and \(I(t)\) the input current. (3.4)

Izhikevich model provides a balance between computational cost and biological reality. It is indeed possible to describe many different firings using Izhikevich model [I+03].

Spike Response Model (SRM) defines the action potential as an integral over the past with consideration of the refractoriness period. It is based on the occurrence of firings [Ger95, KGH97]. SRM is able to simulate complex calculations, even though it has a remarkably simpler structure than HH model [PMB12].
3.2 Synaptic Plasticity

Synaptic plasticity means the weight adjustment of the synapses, which is the basis of learning. The case of weight strengthening is called potentiation and weakening depression. If the impact of a change lasts up to a few hours, it is called long term and up to a few minutes scale is called short term. To summarize there are for possibilities of an impact of a weight change: Long Term Potentiation (LTP) or Depression (LTP), Short Term Potentiation (STP) or Depression (STD). Synaptic plasticity depends on the presence and precise timing of the spikes [MLFS97, BP98, KGVH99].

3.2.1 Spike-Timing Dependent Plasticity (STDP)

According to STDP, the weight is strengthened, if postsynaptic firing occurs after presynaptic firing. As appropriate, the weight is decreased if presynaptic firing occurs after postsynaptic firing. In case the post- and presynaptic firings are distant to each other in time, the weights are not changed. The change of weight in the STDP can be modeled as a function of the difference between post- and presynaptic firing [PMB12].

![Figure 3.5: Several STDP shapes that describe the adjustment of the synaptic weight according to the delay. [PMB12]](image)

3.3 Computational power and complexity of SNN

SNN has two major advantages over traditional networks: Fast real-time decoding of signals and high information carriage capacity via adding temporal dimension [PMB12, TFM+96]. The spikes of the 3rd generation neural networks are categorized into two types, type A and B. The type A neuron’s spike shows the behavior of a binary activation function with delay and has a rectangular shape. The type B has a triangular shape with delay variable, as well. In order to realize networks with real valued inputs the type B is considered due to its shape. Concerning this, a type B neuron can shift the firing time of a postsynaptic neuron [Maa97b].

An SNN can realize computations like traditional neural networks of similar architectures without taking temporal coding into account. SNN gains power from its additional dimension, the delay variable [Maa97b].
3.4 Structures with SNN

3.4.1 Cell assembly and Polychronization

New technologies in brain imaging made it possible to observe several neurons simultaneously. A cell assembly is a group of neurons with mutual activities, which can also be interpreted as an operational unit. Cell assemblies are the basis neural blocks of the memory, such that resonant activities cause short-term and the formation of the cell assemblies produces long-term memory [Heb02, PMB12].

A polychronous group of neurons are connected to each other with varying delays. Stimulation of the members via a specific spike pattern leads to the activation of the polychronous group. A neuron can belong to several polychronous groups, which provide a great information capacity due to the existence of varying delays [Izh06]. Conceptually, polychronization is indeed a computational implementation of cell assemblies [PMB12].

3.5 Learning with SNN

The supervised and unsupervised learning methods for traditional neural networks can be adapted to SNN, where algorithms use temporal coding and adjust the weights according to the delays. In addition, it is possible to develop learning
algorithms purely for SNN, which consider temporal domain and the complexity of SNNs for temporal pattern detection [PMB12].

3.5.1 Traditional learning models with SNN

Two layers of SRM neurons with multiple synapses between neuron pairs, accordingly various delays and weights, build an SNN to perform unsupervised clustering by taking spike-times as input [BLPK02]. In compliance with time-variant of Hebbian learning rule, the weight of a synapse is increased significantly, if the firing of the target neuron follows it. Accordingly, earlier and later synapses’ weights are decreased [NR98].

SpikeProp, a supervised learning algorithm for SNNs and derived from backpropagation, uses SRM neurons to transfer the information in spike-times. The neuron pairs in this algorithm also have multiple delayed synapses with weights [MVB09]. Extensions on the SpikeProp provide adaption of delays across the gradient error and faster convergence of the algorithm [SVC04, XE01].

Theta Neuron learning, another supervised learning method creates a continuous and cyclic model via mapping QIF neurons to Theta neuron [MVB09].

<table>
<thead>
<tr>
<th>Learning Method</th>
<th>Network Size</th>
<th>Epochs</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fisher Iris Dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpikeProp</td>
<td>50x10x3</td>
<td>1000</td>
<td>97.4%</td>
<td>96.1%</td>
</tr>
<tr>
<td>BP A</td>
<td>50x10x3</td>
<td>2.6e6</td>
<td>98.2%</td>
<td>95.5%</td>
</tr>
<tr>
<td>BP B</td>
<td>4x8x1</td>
<td>1e5</td>
<td>98.0%</td>
<td>90.0%</td>
</tr>
<tr>
<td>Theta Neuron BP</td>
<td>4x8x1</td>
<td>1080</td>
<td>100%</td>
<td>98.0%</td>
</tr>
<tr>
<td><strong>Wisconsin Breast Cancer Dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpikeProp</td>
<td>64x15x2</td>
<td>1500</td>
<td>97.6%</td>
<td>97.0%</td>
</tr>
<tr>
<td>BP A</td>
<td>64x15x2</td>
<td>9.2e6</td>
<td>98.1%</td>
<td>96.3%</td>
</tr>
<tr>
<td>BP B</td>
<td>9x8x1</td>
<td>1e5</td>
<td>97.2%</td>
<td>99.0%</td>
</tr>
<tr>
<td>Theta Neuron BP</td>
<td>9x8x1</td>
<td>3130</td>
<td>98.3%</td>
<td>99.0%</td>
</tr>
</tbody>
</table>

Figure 3.7: Comparison table of classifications by several learning methods on two different data sets. BPA and B denote standard Matlab implementations [MVB09]

Both of these gradient-based methods require fine-tuning, especially to promote survival of the neurons, which stop firing spikes. By adjusting the learning rates, this issue has been solved [MVB09].

3.5.2 Reservoir Computing

Biologically inspired structures, such as networks with sparsely spread neurons and varying spikes; can be adapted to SNN architectures. Reservoir Computing defines
a family of networks, which process temporal patterns with 3rd generation neurons. The architecture of a Reservoir Computing network consists of three main parts: the input layer to the reservoir, the reservoir itself, which is a recurrent network, and the output layer.

The main idea of reservoir computing is to select the relevant part from the reservoir with neurons of the output layer. STDP is used to train the reservoir and the connections from the reservoir to output layer are trained via linear regression. Echo State Network (ESN) and Liquid State Machine (LSM) are both models of reservoir computing, which are convenient to exploit temporal features of spiking neurons.

ESN aims to learn time series using recurrent networks. The internal state of the reservoir is a function of the concurrent input, former state and former output. An efficient ESN should be able to forget, which is possible via adjusting the reservoir weights, such that the behavior of fading memory is realized. Fading memory can be implemented by choosing weight matrix with absolute eigenvalues lower than 1. LSM concentrate on processing continuous input in real-time using IF neurons. The reservoir, also called "liquid filter" transforms the input to "liquid state", from
which the output is generated using a "memoryless readout map". The readout map is supposed to produce stable output from the reservoir [101]. Having several readout maps may enable parallel real-time computing [PMB12]. Reservoir computing architectures are convenient for time series prediction and temporal pattern recognition. Both of LSM and ESN may process temporally changing information [PMB12]. Usage of LSM usually takes place in biologically inspired models. Since SNN has temporal dynamics, it is suitable for sequential data. LSMs with spiking neurons may thus lead to satisfying models in speech recognition [VSS05]. Accordingly, SNN architectures may also provide solutions in computer vision using spike asynchrony [TG97].

3.6 Applications of SNN

The research around SNN is not limited to reservoir computing. There are attempts to make use of SNN for different purposes, for instance to provide methods like PCA [BM08]. These attempts promoted progress, for example in efficient encoding of auditory, which outperforms standard filters [SL06]. Due to their fast processing ability, SNN systems can be used in the field of autonomous robotics as well [MSK02 PMB12]. SNN systems benefit from parallel computing, since SNNs have a better balance between communication time and computation cost than traditional networks. In SNN systems only the weight values of active neurons need to be accessed for further calculations and computing the membrane potential for a spiking neuron is a relatively complex operation as compared to weighted sum [PMB12]. SpikeNET approves the performance of parallel computing by SNN systems [DGvRT99].

There are several simulators of spiking neurons, basically categorized as time-driven and event-driven simulators. Time-driven simulators, such as GENESIS and NEURON [HC97], are used for biophysical models, whereas event-driven simulators are better suitable for fast simulation of large SNNs, such as MVASpike [MVA], event-driven NEURON [HC04], and DAMNED [MPMP06]. The python package pyNN stands out for development purposes, where the neural network models can easily be simulated on several simulators. Inspired by the human brain, there are attempts to implement hardware SNNs. Neurogrid and SpiNNaker are popular hardware simulators of SNN. Neurogrid is able to combine parallel operation and programmability under low power consumption [Neu]. SpiNNaker, which is built from ARM processors, aims to provide a massively parallel computing platform based on a six-layer thalamocortical model [FGTP14].
Chapter 4

Conclusion

There are a lot of deep architectures and their corresponding learning algorithms. It is very hard to compare the methods, since they are intended to be used for different tasks and require different input data. Deep learning is a very hot research topic recently and these architectures have been used for successful products of leading technology companies, such as Microsoft and Google. Nevertheless it has been facing various problems and should be developed to realize better solutions. The aspects for development are computation scaling, algorithm optimization and inference [BCV13].
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